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This study develops a comprehensive machine learning (ML) framework
for house price prediction in Vietham by utilizing a dataset of 28,156
property listings from a real estate website. We employ rigorous data
preprocessing, feature engineering, and comparative analysis of ML
algorithms, including CatBoost, XGBoost, and random forests. The
results demonstrate the superiority of ensemble methods, with CatBoost
achieving the highest performance on the main dataset (R? = 0.510,
RMSE = 17.614). Regional analyses in Hanoi and Ho Chi Minh City
reveal the adaptability of the models for local market dynamics. A
Shapley additive explanations analysis reveals key drivers of house
prices, such as area, population density, and property-specific
attributes. The findings contribute to the academic understanding of real
estate valuation and provide actionable insights for policymakers,
investors, and other stakeholders. This study lays the groundwork for
developing automated valuation models and their practical
implementation, exemplified by a website application. By harnessing ML
and data-driven insights, this research advances transparent, efficient,
and informed decision-making in the real estate sector in Vietham, while
offering a robust methodology for house price prediction in emerging
markets.
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1. Introduction

The real estate market plays a pivotal role in the economic growth and
development of nations worldwide, and Vietnam is no exception. In recent
years, Vietnam has witnessed a remarkable transformation in its real estate
sector, driven by rapid urbanization, economic growth, and increasing foreign
investment (Nguyen et al., 2024; Savills Vietnam, 2024). As the demand for
housing continues to rise, accurate house price prediction has become a crucial
concern for various stakeholders, including homebuyers, investors, developers,
and policymakers (Truong et al., 2020).

Traditionally, house price prediction has relied on conventional methods such
as hedonic pricing models and expert opinions, which often fail to capture the
complex and dynamic nature of the real estate market (Rosen, 1974). The
advent of machine learning (ML) techniques has opened up new possibilities
for predicting house prices with higher accuracy and reliability (Park and Bae,
2015). By leveraging the power of data and advanced algorithms, ML models
can uncover hidden patterns, relationships, and trends in real estate data, thus
enabling more informed decision-making (Kok et al., 2017).

This study addresses the following research questions in the context of the

Vietnamese real estate market:

e How can a comprehensive ML framework be developed to predict house
prices in Vietnam, after considering the unique challenges and
characteristics of the market?

e  What are the most effective ML techniques for predicting house prices in
Vietnam, and how do they compare in terms of performance and
interpretability?

e  What are the key factors that influence house prices in Vietnam, and how
can they be identified and quantified by using advanced feature importance
analysis techniques?

To answer these questions, we utilize a comprehensive dataset obtained from

alonhadat.com.vn, one of the largest real estate websites in Vietnam, and

supplement the information with data from Wikipedia. The main contributions
of this study are threefold:

(1) Development of a comprehensive ML framework for house price
prediction in Vietnam: We propose a novel approach that integrates
advanced data preprocessing, feature engineering techniques, and state-of-
the-art ML models to predict house prices accurately. The framework
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addresses the unique challenges and characteristics of the Vietnamese
housing market and provides a robust and reliable solution.

(2) Rigorous comparative analysis of ML models and preprocessing
techniques: We conduct an extensive evaluation of various ML models,
including linear, regularized regression and support vector regressions
(SVRs), ensemble methods, and robust regression techniques. The
performance of these models is evaluated by using a number of different
metrics, such as mean absolute error (MAE), root mean squared error
(RMSE), mean absolute percentage error (MAPE), and R-squared (R?).
Furthermore, we investigate the impact of different data preprocessing
techniques on model performance, to identify the most effective
approaches for ensuring optimal data quality and relevance.

(3) Identification of key factors that influence house prices in Vietnam
through a feature importance analysis: We employ advanced feature
importance analysis techniques, such as a Shapley additive explanations
analysis (SHAP), to reveal the key drivers of house prices in the
Vietnamese real estate market. By providing a clear understanding of the
relative importance of various features, such as location, property size, and
amenities, we enable stakeholders to make more informed decisions and
develop targeted strategies for the housing market. These insights
contribute to enhancing transparency, efficiency, and affordability in the
Vietnamese real estate sector.

The remainder of this paper is structured as follows. Section 2 reviews the
relevant literature on house price prediction and ML applications in real estate.
Section 3 describes the dataset, data preprocessing, and feature engineering
techniques employed in this study. Section 4 presents the methodology,
including the ML models, evaluation metrics, and model interpretation
techniques used. Section 5 discusses the results, model performance, regional
variations, and feature importance analysis. Finally, Section 6 concludes the
paper, by highlighting the key findings, limitations, and future research
directions.

2. Related Works

2.1 Evolution of House Price Prediction Models

The prediction of house prices has been the subject of extensive research in
economics, urban planning, and data science for decades. Traditional
approaches predominantly rely on hedonic pricing models, which employ a
regression analysis to estimate property values based on their inherent
characteristics (Rosen, 1974). These models typically consider factors such as
property size, location, number of bedrooms, and proximity to amenities.
However, the limitation of these models lies in their linear assumptions and
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inability to capture complex, non-linear relationships inherent in real estate
data.

In recent years, ML has emerged as a powerful paradigm for house price
prediction and offers significant improvements over traditional methods. ML
models have demonstrated superior capability in handling large datasets and
uncovering intricate patterns that often elude conventional statistical models.
The application of various regression models has been extensively explored in
this domain. While linear regressions offer interpretability, they often struggle
with capturing non-linearity in data. Ridge and Lasso regressions, which
introduce regularization terms to mitigate overfitting, have shown enhanced
performance in certain scenarios (Tibshirani, 1996; Zou and Hastie, 2005).

Ensemble methods, which aggregate predictions from multiple models, have
proven particularly effective in house price prediction. Random forests, an
ensemble of decision trees, have been widely adopted due to their robustness
and ability to handle large datasets with numerous features (Breiman, 2001).
Gradient boosting machines (GBMs), including XGBoost (Chen and Guestrin,
2016) and LightGBM (Ke et al., 2017), have achieved state-of-the-art results
by iteratively improving predictive accuracy through boosting. These ensemble
methods have been successfully applied to real estate price prediction in various
contexts, thus demonstrating their versatility and effectiveness (Park and Bae,
2015; Truong et al., 2020).

More recently, deep learning techniques have gained traction in the field of
house price prediction. Artificial neural networks (ANNs) and convolutional
neural networks (CNNs) have been employed to capture complex patterns and
hierarchical features in real estate data (Nguyen and Cripps, 2001; Ma et al.,
2019). These models have shown promising results, particularly in
incorporating spatial dependencies and neighborhood effects (Rahman et al.,
2020; Shahhosseini et al., 2021).

2.2 Machine Learning Applications in Real Estate

The application of ML in real estate extends beyond price prediction to
encompass various aspects of the industry. Kok et al. (2017) employ random
forests to predict rental prices in Amsterdam and achieve notable improvements
in accuracy. Similarly, Siregar et al. (2022) utilized GBMs for real estate
housing prices, which shows the adaptability of ML models to diverse real
estate markets.

In addition to price prediction, ML techniques have been applied to other
critical areas in real estate. Bency et al. (2017) use CNNs to classify property
images and extract relevant features for automated valuation. Chen et al. (2020)
employ natural language processing techniques to analyze property descriptions
and identify key attributes that influence house prices. These studies highlight
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the potential of ML in automating and enhancing various processes in the real
estate industry.

2.3 Machine Learning in Emerging Real Estate Markets

The use of ML in emerging real estate markets has grown rapidly as these
economies experience rapid urbanization and structural changes. In Vietnam,
Nguyen et al. (2024) apply several regression algorithms to a large online listing
dataset and find that random forests provide the most accurate housing price
predictions, with housing area identified as the dominant factor driving values.
Similarly, Thi et al. (2025) evaluate multiple regression algorithms including
linear regression, Lasso and Ridge regressions, XGBoost, and random forests
on 9,122 property listings in Hanoi and demonstrate that ensemble methods,
particularly XGBoost and random forests, outperform traditional linear
approaches in capturing local market dynamics. In South Africa, Yacim and
Boshoff (2018) evaluate ANNs against linear and semi-log hedonic models
using mass appraisal data for Cape Town and show that neural networks can
substantially improve predictive accuracy, albeit with reduced transparency
compared to traditional models (Yacim and Boshoff, 2018).

Despite these promising results, several challenges remain in applying ML to
emerging markets. Studies in Vietnam emphasize limitations in data coverage
and reliability, as well as the need for careful preprocessing and feature
engineering tailored to local housing attributes and market structures (Nguyen
et al., 2024; Thi et al., 2025). The South African experience also highlights the
trade-off between accuracy and interpretability when deploying complex ML
models in valuation practices (Yacim and Boshoff, 2018). Together, these
works suggest that while ML holds considerable potential for improving house
price prediction in emerging markets, success critically depends on data quality,
context-specific modeling choices, and the ability to explain model outputs to
practitioners and policy makers.

3. Data

3.1 Data Source and Acquisition

The dataset used in this study is primarily sourced from alonhadat.com.vn, a
prominent real estate platform in Vietnam. Through web scraping techniques,
including the use of Python libraries such as Requests, BeautifulSoup, and
Selenium, a total of 28,156 property listings are acquired. Each listing contains
19 distinct attributes relevant to house valuation, thus providing a
comprehensive set of features for analysis.

To further enhance the predictive power of the models, we supplement the
dataset with two additional attributes: population density and gross regional
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domestic product (GRDP). These attributes are obtained from Wikipedia' and
matched to each property based on its location. The inclusion of these
socioeconomic factors is motivated by the hypothesis that they might serve as
influential predictors of house prices, thus capturing the broader context in
which the properties are situated.

After the initial data acquisition, a thorough attribute selection process is
conducted. Eleven attributes that are deemed unimportant or irrelevant to the
task of house price prediction, such as the property ID and the presence of a
dining room, are removed. This refinement step aims to streamline the dataset
and focus on the most informative and pertinent features.

The resulting dataset, which consists of 10 carefully selected attributes, forms
the foundation for the subsequent stages of data preprocessing, feature
engineering, and model development. By leveraging a diverse range of data
sources and applying judicious attribute selection, we have curated a robust and
comprehensive dataset that captures the essential characteristics of the
Vietnamese real estate market. This meticulous approach to data acquisition
and preparation sets the stage for the development of accurate and reliable
house price prediction models. The overall data acquisition and preprocessing
pipeline used in this study are summarized in Figure 1.

Figure 1 Data Acquisition and Preprocessing Pipeline
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3.2 Data Characteristics and Preprocessing
3.2.1  Attribute Overview

The acquired dataset encompasses a wide array of factors pertinent to house
valuation, such as price, area, address, number of bedrooms and bathrooms,
property type, and legal status. Table 1 presents a comprehensive list of the
attributes, along with their respective meaning and data type.

Table 1 Dataset Attributes Crawled from alonhadat.com.vn

Attribute Name Meaning Data Type
Ma tin Listing code of the house for sale String
Hudéng Direction of the house String
Phong an Presence of a dining room String
Loai tin Type of listing (For sale) String
Duong trudc nha Width of the road in front of the house String
Nha bép Presence of a kitchen String
LoaiBDS Type of property String
Phap ly Legal status of the house String
San thugng Presence of a roof terrace String
Chiéu ngang Width of the house String
Sb ting Number of floors String
Chd dé xe hoi Presence of parking space for cars String
Chiéu dai Length of the house String
S6 phong ngi Number of bedrooms String
Chinh chu Ownership status (is the house owner String
selling it?)
Gia Selling price of the house String
Dién tich Area of the house String
Dia chi Address of the house String
Thudc du 4n Project affiliation (Does the house belong String

to any project? If yes, which project?)

3.2.2 Data Cleaning and Preprocessing

To ensure data quality and integrity, a rigorous preprocessing protocol is

implemented. The following steps are undertaken:

e  Attribute Selection: Irrelevant or redundant attributes, such as 'Ma tin' and
'Loai tin', are eliminated to streamline the dataset and enhance model
efficiency.

e Data Type Conversion: Relevant attributes, such as 'Gid', 'Dién tich', and
"Pudng trude nha', are converted to appropriate numerical data types (float
or integer) to facilitate statistical analyses and model computations.

e  Missing Data Imputation: Missing values are treated by using statistically
sound imputation methods. For categorical attributes, mode imputation is
employed, while for numerical attributes, mean or median imputation is
used based on the distribution characteristics of each variable.
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e Outlier Detection and Treatment: Outliers are identified by using robust
statistical methods such as z-score analysis and interquartile range
analysis. Detected outliers are either removed or treated by using
appropriate techniques, such as winsorization or transformation,
depending on the nature of the attribute and extent of the outliers.

3.2.3 Handling the 'Direction' Attribute

A notable challenge is encountered with the 'direction’ attribute, which contains
a substantial proportion (73.11%) of meaningless or missing data. The presence
of such a large amount of missing or meaningless data can potentially impact
the performance of the predictive models and introduce biases if not handled
appropriately. To address this issue, four distinct approaches are proposed and
evaluated, each with its own rationale and potential impact on the performance
of the model. They are as follows.

Approach 1: Complete removal of the 'direction' attribute. This approach is
based on the assumption that the 'direction’ attribute may be irrelevant or may
not contribute significantly to the predictive power of the models. By removing
the attribute entirely, we simplify the data and reduce dimensionality, thus
potentially improving the interpretability of the models. However, removing the
attribute may lead to a loss of potentially valuable information if the 'direction’
attribute does have some predictive power.

Approach 2: Replacement of meaningless values with random values while
preserving the data distribution in the test set. This approach aims to maintain
the statistical properties of the 'direction' attribute by replacing meaningless
values with random values that follow the same distribution as the valid data in
the test set. This assumes that the missing or meaningless values are missing at
random (MAR) and that the distribution of the attribute is important for the
performance of the model. However, replacing meaningless values with
random values may introduce noise into the data, thus potentially affecting the
performance of the model. Even so, if the missing values are truly MAR, this
approach can help preserve the overall data structure and avoid biases
introduced by complete removal or mode imputation.

Approach 3: Replacement of meaningless values with random values without
distribution constraints. This approach is a simpler variant of Approach 2,
where meaningless values are replaced with random values from the existing
pool of valid values, without considering the data distribution. This assumes
that the distribution of the attribute is not critical for the performance of the
model. Similar to Approach 2, replacing meaningless values with random
values may introduce noise into the data. However, if the distribution of the
attribute is not a significant factor in the performance of the model, this
approach can be a straightforward way to handle missing data.
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Approach 4: Replacement of meaningless values with the most common value
(mode imputation). This approach assumes that the missing or meaningless
values are most likely to be the most frequently occurring value (mode) in the
'direction’ attribute. It is a straightforward method that can be appropriate if
there is a dominant value in the attribute, and it is reasonable to assume that the
missing values would follow the same pattern. However, mode imputation may
introduce biases if the missing values are not actually most likely to be the most
common value. This approach may also reduce the variability in the data, thus
potentially affecting the ability of the model to capture patterns and
relationships.

To evaluate the impact of each approach on the performance of the model, we
employ a rigorous evaluation framework that uses appropriate metrics such as
the MAE, RMSE, MAPE, and R2. These metrics contribute to a comprehensive
evaluation of the predictive accuracy and explanatory power of the model under
each approach.

Furthermore, statistical tests, such as paired t-tests or Wilcoxon signed-rank
tests, are conducted to determine if the differences in performance between the
approaches are statistically significant. This helps to identify the approach that
yields the best performance across the different models and datasets.

The result of the comparative analysis reveals that Approach 2, which involves
replacing meaningless values with random values while preserving the data
distribution in the test set, consistently yields the best performance across all of
the models and datasets. This finding suggests that maintaining the statistical
properties of the 'direction’ attribute is important for the predictive accuracy of
the model.

However, it is essential to consider the trade-offs and potential biases associated
with each approach. For example, while Approach 2 may provide the best
performance, it may also introduce noise into the data. On the other hand,
Approach 1, which involves removing the attribute entirely, may lead to a loss
of potentially valuable information but can improve the interpretability of the
models.

To sum it up, the proposed handling of the 'direction' attribute through four
distinct approaches, each with its own rationale and potential impact, provides
a comprehensive framework for addressing the challenge of meaningless or
missing data. By rigorously evaluating the impact of each approach on the
performance of the model with the use of appropriate metrics and statistical
tests, we can make an informed decision on the most suitable method for
handling this attribute. The comparative analysis reveals that preserving the
data distribution while replacing meaningless values yields the best
performance, which emphasizes the importance of considering the statistical
properties of the data in the context of house price prediction.
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33 Feature Engineering and Extraction

To enhance the predictive power of the models, a comprehensive feature

engineering process is undertaken. Several new features are derived based on

domain knowledge and exploratory data analysis:

e  Price per Square Meter: This normalized measure of property value is
calculated by dividing the price by the area, thus providing a standardized
metric for comparison across properties of varying sizes.

e Distance to City Center: For properties located in major urban areas such
as Hanoi and Ho Chi Minh City, the distance to the city center is calculated
by using geospatial data and application programming interfaces (APIs).
This feature captures the significant influence of central location on
property values in urban settings.

e  Property Age: Where available, the age of the property is determined based
on the year of construction or renovation. This factor often exhibits a
strong correlation with property value and condition.

e  Neighborhood Affluence Index: An index that represents the relative
affluence of different neighborhoods is developed based on aggregated
property values, socioeconomic indicators, and geospatial data.

e  Proximity to Amenities: The proximity of each property to key amenities,
such as schools, hospitals, shopping centers, and public transportation, is
calculated by using geospatial data and APIs. These features provide
valuable insights into the desirability and convenience of the location of a

property.

In addition to these engineered features, several relevant attributes are extracted

from external sources to enrich the dataset:

e  Population Density: The population density of each district or ward is
obtained from census data and incorporated into the dataset.

e  Crime Rate: The crime rate of each neighborhood is sourced from public
safety databases and included as a feature, as it can significantly influence
property values and desirability.

e  School Quality: The quality of schools in each neighborhood is assessed
by using education department rankings and incorporated as a feature,
given the importance of educational facilities in the decision-making
process of homebuyers.

The incorporation of these engineered and extracted features, alongside the
original attributes, results in a rich and multidimensional dataset that effectively
captures the complex interplay of factors that influence house prices in
Vietnam. This robust dataset serves as the foundation for the development of
accurate and reliable predictive models.

3.4 Data Partitioning

To ensure the robustness and generalizability of the predictive models, the
preprocessed dataset is partitioned into training and testing sets by using a
stratified random sampling approach. The training set, which comprises 80% of
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the data, is used for model development and optimization, while the remaining
20% form the testing set, which is used to evaluate the performance of the
model on unseen data.

Furthermore, to evaluate the performance of the model across different
geographical regions, separate subsets are created for major cities such as Hanoi
and Ho Chi Minh City. This approach allows for a more nuanced analysis of
the predictive capabilities of the model in specific local contexts.

To sum it up, the data acquisition, preprocessing, feature engineering, and
partitioning steps undertaken in this study yield a comprehensive and high-
quality dataset that effectively captures the complexities of the Vietnamese real
estate market. This robust dataset provides a solid foundation for the
development of accurate and reliable house price prediction models by using
advanced ML techniques.

The dataset is partitioned into training and test sets to evaluate the performance

of the model on unseen data. Table 2 summarizes the characteristics of the
datasets used in this study.

Table 2 The Characteristics of the Datasets

Data_set Feature Train_set Test_set

Main dataset (scattered) 11 17,289 4643

Hanoi dataset (concentrated) 11 8748 828

Ho Chi Minh dataset 11 6810 1140
(concentrated)

The main dataset exhibits scattered properties, while the Hanoi and Ho Chi
Minh datasets are geographically concentrated. This distinction allows for an
assessment of the performance of the model under different data distributions
and regional characteristics.

4. Methods
4.1 Machine Learning Models

In this study, we employ a diverse array of cutting-edge ML models to predict
house prices in the Vietnamese real estate market. By leveraging a
comprehensive set of algorithms that span linear and non-linear regression
techniques, we identify the most effective and robust predictive models for this
complex task. The selected models are categorized into five distinct groups:
linear, regularized, support vector, ensemble, and robust regressions.
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First, linear regression models, such as the standard linear regression algorithm,
serve as a fundamental benchmark in our analysis. Despite their simplicity,
these models provide a valuable baseline for evaluating the performance of
more advanced techniques.

Second, regularized regression models, including Ridge, Lasso, and elastic net
regressions, extend the linear regression framework by introducing
regularization techniques. These methods mitigate overfitting and enhance
model generalization, thus enabling more robust predictions in the presence of
high-dimensional and potentially correlated features.

Third, SVRs are a powerful non-linear regression technique that leverages
kernel functions to capture complex relationships between house features and
prices. By mapping the input space to a higher-dimensional feature space, SVRs
can effectively model non-linearities and interactions, thus providing a flexible
and expressive framework for price prediction.

Fourth, ensemble regression models, such as random forests, XGBoost,
LightGBM, and CatBoost, harness the collective power of multiple base
learners to improve predictive accuracy and robustness. These state-of-the-art
algorithms combine the predictions of numerous decision trees, by exploiting
the diversity and complementarity of the individual models to yield superior
performance.

Fifth, robust regression models, including RANSAC, Huber, and Theil-Sen
regressions, are specifically designed to handle outliers and provide stable
estimates in the presence of noisy or anomalous data points. By mitigating the
impact of extreme values and leveraging robust loss functions, these models
ensure the reliability and consistency of the price predictions.

Sixth, multi-layer perceptron (MLP) models provide a deep learning approach
for house price prediction. By leveraging multiple layers of interconnected
nodes with non-linear activation functions, MLP models can automatically find
complex patterns in the data that may elude traditional methods. Given the size
constraints of our dataset, we implement relatively simple architectures with
two and three layers to balance model complexity with available data while
avoiding overfitting. These neural network models complement our
comprehensive approach by incorporating deep learning capabilities alongside
conventional ML techniques.

The selection of these diverse ML models reflects our commitment to a
comprehensive and rigorous approach to house price prediction. By exploring
a wide range of algorithms, each with its unique strengths and characteristics,
we aim to identify the most suitable and effective techniques for capturing the
complex dynamics of the Vietnamese real estate market. Through a
comparative analysis and evaluation of these models, we seek to contribute to
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the advancement of data-driven decision-making in the housing sector and
provide actionable insights for various stakeholders.

In the subsequent sections, we will delve into the details of each model, and
discuss their theoretical foundations, implementation specifics, and potential
advantages in the context of our study. Moreover, we will present a rigorous
evaluation framework, which uses a range of performance metrics to evaluate
the predictive capabilities of the models and identify the most promising
approaches for accurate and reliable house price prediction in Vietnam.

4.2 Model Evaluation Metrics

To evaluate the performance of the aforementioned models, several evaluation

metrics are employed:

e  MAE: Quantifies the average magnitude of errors in a set of predictions,
while disregarding their direction. The formula for the MAE is:

1 n
MAE == |y =i M
n i=1

where n is the number of samples, y; is the actual value, and J; is the predicted

value.

e  RMSE: Measures the square root of the average of squared differences
between predicted and actual values. The RMSE penalizes larger errors
more severely than the MAE. The formula for the RMSE is:

1 n
RMSE = J;Zizl(yi % @

e  MAPE: Evaluates the accuracy of a forecast by calculating the percentage
difference between predicted and actual values. The formula for the
MAPE is:

100
MAPE = —
n i=1

Yi— 37i|
— 3)
Yi
e  R?:Indicates the proportion of the variance in the dependent variable that
is predictable from the independent variables. The formula for R? is given
by:

Y = 92
2 _q A= O Y
Re=1 2ie i — y0)? @

where y; is the mean of the actual values.
These metrics provide a comprehensive assessment of the predictive

capabilities of the model by considering both the magnitude and direction of
errors, as well as the proportion of variance explained by the models.
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5 Results and Discussion

5.1 Model Performance

The performance of the various ML models is evaluated on the main dataset by
using different metrics, including the MAE, RMSE, MAPE, and R2. The results

are summarized in Table 3.

Table 3 Performance Metrics on Main Dataset

Type Model Setting MAE RMSE MAPE R?
17.276  27.217 162.579 -0.171
17.252  27.19 162,846  -0.168
17.276  27.217  162.579 -0.171
17.276  27.217  162.579 -0.171
17.272  27.21 162.532  -0.170
17.248  27.19 162.794  -0.168

Linear Regression

Ridge 17271 2721 162532 -0.170

17271 2721 162532 -0.170

17173 27071 159295  -0.158

Regularized Lasso 17.173  27.071  159.294  -0.158
Regression 17173 27071 159295  -0.158
17.173 27071 159295  -0.158

16997 26773 159371 -0.133

ElastioNet 1698 26752 159493 -0.131

16.997 26.773 159371 -0.133
16.997 26.773 159371 -0.133
11.641 23.144 114.047 0.154
8.591 19.442  70.007 0.403
33.876 38.456  518.021 -1.337
33.876  38.456  518.021 -1.337
8.545 20.819  77.764 0.315

Support Vector Regression

;2‘;3;‘;‘ 8.106  20.169 79.818 0357

Regression 8.257 20.124  79.792 0.360

8.353 20.887  76.207 0.346

9.633 20.887 101.959 0.311

XGBoost 8.994 20.373  86.963 0.344

Regression 9.633 20.887 101.959 0.311

Ensemble 9.633 20.887 101.959 0.311
Regression 9.249 19.572  71.438 0.395
LightGBM 8.946 19.265  72.933 0.414

Regression 9.249 19.572 71.438 0.395

9.249 19.572  71.438 0.395

8.715 18.923  75.033 0.434

CatBoost 7.32 17.614 5732 0.510

Regression 8.715 18.923  75.033 0.434

AW ARWN =RV = DRWIN=ARWNR =RV =R W= W~ W[N|—

8.715 18.923  75.033 0.434
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(Table 3 Continued)

16.31 45.95 238.68 -2.330
12.29 23.97 130.46 0.090

1 16.867 27.994 145.006 -0.238

RANSAC 2 15.18 25.872 14644 -0.058

Regression 3 16.867 27.994 145.006 -0.238
4 16.173  27.171 146.161 -0.167

1 13.72 24483  127.344 0.053

Robust Huber 2 13.708 24.472 127.496 0.054
Regression  Regression 3 13.72 24.483  127.344  0.053
4 13.72 24483  127.344 0.053

1 29.128 43939 316.866 -2.051

Theil-Sen 2 28.517 42977 293.556 -1.918
Regression 3 28.03 42929 316318 -1.912
4 29.088 43.515 323.657 -1.992

1 11.43 23.782  130.47 0.090
2 layers 2 13.26 27.65 158.64 -0.210
li-laver 3 14.65 33.53 205.07 -0.780
If\,’i‘rlceptrzn 4 12.86 2496  138.73  0.020
(MLP) 1 16.61 40.95 202.11 -1.650
2 8.68 20.58 73.072 0.330
3 layers 3
4

The ensemble models, particularly CatBoost, LightGBM, and random forests,
demonstrate superior performance across all of the metrics. CatBoost has the
lowest RMSE and the highest R, thus indicating its strong predictive capability.
The high MAE and MAPE values observed in linear models like the linear and
Ridge regressions highlight their limitations in capturing the complexity of the
data.

5.2 Regional Variations

A final summary of the model performance across the national and regional
datasets is presented in Table 4.

Table 4 Final Summary Table
Type Dataset Model Setting MAE RMSE MAPE R?

Main — Catboost 7320 17.614 57.320 0510
dataset Regression
Ensemble Hanoi ~ <ODOOSt 10878 20309 115.17 0.691
Regression Regression 2
Ho Chi  random
Minh forests 6.202 18.824 33.320 0.623

City Regression
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A comparative analysis of the model performance across different datasets
yields several noteworthy insights. The ensemble methods consistently
outperform traditional linear models, which emphasizes the importance of
capturing complex, non-linear relationships in the data. Among the ensemble
methods, CatBoost emerges as the best-performing model for the nationwide
dataset, with the lowest RMSE of 17.614 and an R? of 0.510 in Setting 2 (see
Table 3). This superior performance can be attributed to its ability to
automatically handle categorical features, thus reducing the need for extensive
preprocessing and enabling this method to effectively capture the intricacies of
the nationwide housing market.

In the regional datasets, XGBoost and random forests demonstrate superior
performance in Hanoi and Ho Chi Minh City, respectively. XGBoost achieves
the highest R? of 0.691 in Hanoi, thus indicating its strong predictive capability
and adaptability to the specific characteristics of the Hanoi housing market. On
the other hand, the random forest regression exhibits the lowest MAE of 6.202
and MAPE of 33.320% in Ho Chi Minh City, thus highlighting its robustness
in capturing the complex dynamics of the housing market in this city.

The effectiveness of the ensemble methods can be attributed to their ability to
combine multiple weak learners to create a strong, robust model. CatBoost, in
particular, leverages gradient boosting techniques and a unique algorithm for
processing categorical features, which enables this algorithm to handle the
diverse and intricate nature of the nationwide dataset. Similarly, LightGBM and
XGBoost, which also perform well, benefit from the efficiency of gradient
boosting in handling large datasets with numerous features.

The regional variations in model performance underscore the importance of
considering local market dynamics and the unique characteristics of each region
when developing predictive models for house prices. The superior performance
of XGBoost in Hanoi and random forests in Ho Chi Minh City suggests that
these models are particularly well-suited to capture the specific nuances and
patterns present in these regional markets.

Overall, the comparative analysis highlights the strengths of the ensemble
methods, particularly CatBoost, XGBoost, and random forests, in predicting
house prices across different geographical scales and market conditions. The
results emphasize the importance of selecting appropriate models based on the
specific characteristics of the dataset and the regional context to achieve optimal
predictive performance.

5.3 Impact of Data Preprocessing

The study also investigates the impact of different data preprocessing
approaches on model performance, particularly in handling the 'direction’
attribute, which contains a substantial proportion of meaningless data. The
comparative analysis reveals that Approach 2, which involves replacing
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meaningless values with random values while preserving the data distribution
in the test set, consistently yields the best results across all datasets and models.
The superior performance of Approach 2 can be attributed to its ability to
maintain the underlying data distribution while effectively addressing the issue
of meaningless data. By preserving the data distribution in the test set,
Approach 2 ensures that the models are evaluated on a representative sample of
the data, thereby providing a more accurate assessment of their predictive
capabilities. This finding highlights the importance of carefully considering
data preprocessing techniques and their potential impact on model performance.

5.4 Feature Importance Analysis

In order to gain a deeper understanding of the factors that drive house prices in
the Vietnamese real estate market, we conduct a comprehensive feature
importance analysis by using the best-performing models. This analysis aims to
uncover the key determinants of property values and provide actionable insights
for stakeholders, policymakers, and researchers.

First, we employ the CatBoost algorithm, which has superior performance on
the main dataset, to identify the relative significance of each feature in
predicting house prices. As illustrated in Figure 2, the CatBoost feature
importance plot reveals that several attributes play a pivotal role in shaping
property values. Most notably, the area of the property emerges as the dominant
factor, thus highlighting the paramount influence of size on house prices. This
finding aligns with fundamental market principles and confirms the common
understanding that larger properties command higher values.

Figure 2 Feature Importances from CatBoost

Feature Importances from CatBoost
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Furthermore, our analysis uncovers the substantial impact of population density
on house prices. This underscores the intricate relationship between
demographic characteristics and the housing market, which emphasizes the
importance of considering the broader socioeconomic context when assessing
property values. The prominence of population density in our feature
importance analysis suggests that areas with a higher population concentration
tend to experience elevated house prices, thus reflecting the increased demand
and competition for housing in densely populated neighborhoods.

To further enhance the interpretability and granularity of our findings, we
employ the advanced technique of SHAP. SHAP values, as depicted in Figure
3, provide a more nuanced understanding of the contribution of each feature to
the predicted house prices. By quantifying the individual impact of attributes,
SHAP enables us to disentangle the complex interplay of factors that influence
property values.

The SHAP analysis corroborates the significance of area and population density
while also highlighting the importance of additional property-specific
attributes. Features such as front width and the number of bedrooms emerge as
strong predictors, which emphasize the role of property dimensions and layout
in determining value. These insights underscore the multifaceted nature of
house price determination and the need to consider a comprehensive set of
attributes when developing valuation models.

Figure 3 SHAP Analysis of Feature Importance in Predicting House

Prices
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Notably, the feature importance results derived from both CatBoost and SHAP
align closely with domain knowledge and market expertise. This convergence
of data-driven insights and established industry understanding validates the
effectiveness and reliability of our ML approach. By capturing the complex
dynamics of the Vietnamese real estate market, our models provide a robust
foundation for data-driven decision-making and policy formulation.

The implications of our feature importance analysis extend beyond academic
research. By identifying the key drivers of house prices, we empower
stakeholders, including homebuyers, investors, and real estate professionals, to
make more informed decisions. The insights gleaned from this analysis can
guide targeted policy interventions aimed at promoting housing affordability
and market stability. Moreover, the methods and findings presented here serve
as a catalyst for future research by opening up new avenues for exploring the
intricate relationships among property attributes, socioeconomic factors, and
market dynamics.

Overall, our feature importance analysis, which leverages state-of-the-art ML
techniques, sheds light on the critical determinants of house prices in Vietnam.
The identification of area, population density, and property-specific attributes
as key value drivers provides actionable insights for stakeholders and lays the
foundation for data-driven decision-making in the real estate sector. As we
continue to refine our models and incorporate additional data sources, we
remain committed to advancing the understanding of the Vietnamese housing
market and contributing to the development of fair, transparent, and efficient
valuation practices.

5.5 Implications and Future Directions

The findings of this study have significant implications for various stakeholders
in the Vietnamese real estate market. The development of accurate and reliable
house price prediction models can assist homebuyers in making informed
decisions, investors and developers in optimizing their strategies, and
policymakers in formulating data-driven housing policies. The identification of
key factors that influence house prices can guide the development of targeted
initiatives to promote housing affordability and market stability.

However, the limitations of the study, such as the reliance on a single data
source and the focus on a specific time period, should be acknowledged. Future
research could explore the integration of multiple data sources, investigate the
temporal dynamics of house prices, and delve deeper into the socioeconomic
and demographic factors that influence the Vietnamese real estate market.
Moreover, collaborations with domain experts from various disciplines,
including urban planning, economics, and social sciences, can further enrich
understanding of the complex socioeconomic and demographic factors that
influence the Vietnamese housing market.
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While the application of deep learning techniques is limited in this study due to
the relatively small dataset, their potential for capturing complex patterns and
improving predictive performance should not be overlooked. As more
comprehensive datasets become available, future studies could investigate the
integration of deep learning methods to further advance the field of house price
prediction in Vietnam.

6. Conclusions

In conclusion, this study demonstrates the effectiveness of machine learning
techniques, particularly ensemble methods, in predicting house prices in the
Vietnamese real estate market. The meticulous data preprocessing approach and
comparative analysis of various models and preprocessing techniques provide
valuable insights for researchers and practitioners. The findings highlight the
importance of addressing data complexities, selecting appropriate algorithms,
and interpreting the results within the context of the specific market dynamics.

Through an extensive comparative analysis of various ML models, including
state-of-the-art ensemble methods such as CatBoost, XGBoost, and random
forests, we have demonstrated the superiority of these algorithms in capturing
the intricate relationships between house features and prices. The application of
advanced techniques like SHAP has enhanced the interpretability of our
models, thus enabling stakeholders to gain a deeper understanding of the factors
that influence property values.

One of the key contributions of our study lies in the meticulous handling of data
complexities, exemplified by our novel approach to addressing the 'direction’
attribute. By proposing and evaluating four distinct data preprocessing
techniques, not only have we tackled the challenges posed by missing and
inconsistent data but also set a new standard for data quality assurance in real
estate price prediction research.

The feature importance analysis reveals the prominent roles of area, population
density, and specific property attributes, offering a data-driven basis for more
informed decision-making. These insights can support homebuyers in
evaluating properties, help investors to optimize portfolios, and assist
policymakers in designing strategies for sustainable urban development and
housing affordability. Moreover, the proposed models form the foundation for
developing automated valuation models (AVMs) in Vietnam, with potential
applications in mortgage lending, property tax assessment, and digital real
estate platforms.?

2 https://hathang-predicthouseprices.hf.space/
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We acknowledge the limitations of our study, such as the reliance on a single
data source and focus on a specific time period. These constraints underscore
the need for future research to incorporate multiple data sources, investigate the
temporal dynamics of house prices, and explore the integration of deep learning
techniques as more comprehensive datasets become available. Moreover,
collaborations with domain experts from various disciplines, including urban
planning, economics, and social sciences, can further enrich our understanding
of the complex socioeconomic and demographic factors influencing the
Vietnamese housing market.
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Appendix

GitHub repository containing code and processed dataset used in this study:
https://github.com/HaM Thang/HousePricesPrediction.




